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Abstract 

Here, a mathematical framework is presented that 

builds on the work done before to create a quick 

and effective discriminative broad learning system 

(BLS) by using flattened structure and incremental 

learning. 

 

We give evidence that BLS has the universal 

approximation feature. In addition, a mathematical 

model is provided for the framework of numerous 

BLS versions. Different variants include cascade, 

recurrent, and broad-deep combination 

architectures. 

On regression tasks involving function 

approximation, time series prediction, and face 

recognition, the BLS and its variants have been 

shown to beat a number of existing learning 

algorithms. We also provide trials on the MS-

Celeb-1M data set, which is among the most 

difficult in the field. Comparisons with other 

convolutional networks show that BLS variations 

are superior in terms of both efficacy and 

efficiency. 

Keywords: universal approximation, time-variant 

big data modeling, deep learning, face recognition, 

functional link neural networks (FLNNs), and 

broad learning system (BLS). 

I. BACKGROUND  

Recently, numerous freshly released machine 

learning techniques have helped to boost the 

resurgence of AI research. 

The deep learning algorithm—which encompasses 

both generative and discriminative learning—is a 

crucial factor. The deep model of constrained 

Boltzmann machines [1] is an example of deep 

generative learning. 

The convolutional neural network (CNN) [2] is 

another example of a discriminative learning 

system. Researchers in the field of machine 

learning may now follow the path blazed by these 

deep learning algorithms and models and their 

modifications. The learning algorithms have also 

been put to use in pattern recognition, picture 

recognition, voice recognition, and video 

processing, all of which have shown promising 

results. 
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Some of the figures in this work have color 

counterparts that may be seen at 

http://ieeexplore.ieee.org. Convolutional neural 

networks (CNNs) are a kind of multilayer neural 

networks that map features using convolution and 

pooling processes. 

 

propriety with appropriately calibrated scales. 

Another way of looking at the feature mapping part 

is as a set of kernel mappings, whereby various 

kernels are substituted for the convolution and 

pooling operators. Numerous recognition contests 

using the ImageNet data set have shown that CNN 

and its derivatives are capable of a high recognition 

rate. 

The deep structure has proved very effective, 

although the training procedure for most networks 

is lengthy due to the complexity of the underlying 

structures. High-performance computers and robust 

infrastructure are necessary for many of the 

research. 

This additional complexity makes theoretical 

analysis of the deep structure very challenging, and 

as a result, most efforts are focused on tweaking the 

settings or adding layers to improve accuracy. 

As of late, Chen and Liu [3] have created a rapid 

and effective discriminative learning system called 

broad learning system (BLS). When more nodes 

are required and input data is continually entering 

the neural networks, the designed neural networks 

extend the neural nodes extensively and update the 

weights of the neural networks gradually; this is 

done without stacking the layer-structure. Because 

of this, the BLS structure is ideal for modeling and 

learning in a large data setting where the variables 

change over time. Furthermore, results from the 

Modified National Institute of Standards and 

Technology (MNIST) and the handwriting 

recognition and New York University object 

recognition benchmark (NORB) databases [4] 

show that BLS significantly outperforms existing 

deep structures in learning accuracy and 

generalization ability. 

Here, we present a mathematical evidence of BLS's 

universal approximation characteristic, in addition 
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to its excellent discriminative capabilities in 

classification and recognition. 

In accordance with the theorem, BLS is defined as 

an approximator of nonlinear functions. This 

includes a comparison of BLS's regression 

performance to that of the support vector machine 

(SVM), the least squared SVM (LSSVM), and the 

extreme learning machine (ELM) on a number of 

benchmarked data sets for function approximation, 

time series prediction, and facial recognition. 

Several BLS versions are also discussed in this 

study, each of which uses a unique set of weight 

connections between nodes in the feature mapping 

stage, between nodes in the enhancement stage, and 

between nodes in both stages. These versions are 

also modeled mathematically for your perusal. 

Future studies may benefit from these potentially 

applicable alternative structures. 

After introducing the background material for this 

study, we prove the universal approximation 

feature of the BLS and then discuss several 

alternative 

Function approximation, time series prediction, and 

facial recognition are all areas where BLS 

structures and experiments have been used as 

yardsticks. 

Experiments are performed to show the benefits of 

BLS variations. 

 

the norm for large-scale data sets. Most difficult is 

the MS-Celeb-1M data set. 

The findings demonstrate that BLS, a convolutional 

network with cascaded feature mapping nodes, 

performs better than competing networks. 

B. INTRODUCTIONS 

Synaptic Functional Link Neural Networks 

It has been evolved further to the random vector 

functional link network [6] that the functional link 

neural network (FLNN) introduced by Klassen et 

al. [5] is a variation of the higher order neural 

network without hidden units. Due to its general 

approximation features, FLNN has spawned a wide 

variety of refinements, models, and successful 

applications (see [7]–[9]). For a thorough analysis 

of FLNN, see [10]. 

With the help of a supervised learning method 

called rank-expansion with immediate learning, 

Chen [11] and Chen et al. [12] introduced an 

adaptable implementation of the FLNN 

architecture. This fast approach is advantageous 

due to its ability to learn the weights in a single 

training phase without the need for repetitive 

parameter updates. Furthermore, in [13] a fast 

learning algorithm is proposed to find optimal 

weights of the flat neural networks (especially, the 

functional link network), which utilizes the linear 

least-square method, and this algorithm makes it 

simpler to update the weights instantly for 

incremental input patterns and enhancement nodes. 

B. Generalized Studying Machines 

Learning deep structures may be tedious due to the 

need to train a large number of parameters in the 

filters and layers, but the BLS [3] offers an 

alternate approach. In case the network is 

determined to have grown, it may be trained using 

incremental learning methods for rapid reshaping in 

widespread growth without requiring a retraining 

phase. 

Using a flat network architecture, the BLS of Fig. 1 

generates random features from the original inputs 

at the "feature nodes" and broadens the structure at 

the "enhancement nodes." 

In a BLS, the input data are first turned into 

random features by certain feature mappings, 

which are then coupled by nonlinear activation 
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functions to construct the enhancement nodes. 

Then, the output layer is linked to the enhancement 

layer's and the random features' (nodes') inputs, 

with the weights of the output layer decided by 

either a rapid pseudoinverse of the output layer's 

outputs or a fully connected component. the system 

equation or a learning procedure based on iterative 

gradient descent. When there is fresh information 

to process or the number of augmentation nodes 

has to grow, incremental learning techniques are 

used. 

When compared to multilayer perceptron and deep 

structures like CNN, deep belief networks, deep 

Boltzmann machines, stacked auto encoders, and 

stacked deep auto encoders, the BLS's efficiency 

and speed are significantly more advantageous. 

It 

addresses three cases—the growth of enhancement 

nodes, feature nodes, and input data—in one go 

(see Fig. 2). 

We shall describe the three progressive 
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This is a list of the requirements. 

The preceding formulas show that, instead of 

computing the pseudoinverse of the whole Am+1, 

it just has to calculate that of the relevant 

components, which yields 

 

the BLS capability of rapid learning speed. 

Node Feature Increment 2: Inadequate features may 

be the cause of a discriminative model's (shadow or 

deep) inability to accurately reflect the input data. 

Extraction of additional new features by increasing 

the number of filters or layers and training the 

models from scratch is a common technique for 

these architectures, but it may be highly time-

consuming, particularly for very deep models. 

Even so, adding a new feature mapping to BLS is a 

breeze to accomplish. Addition of the additional 

few mapping nodes into the structure is as simple 

as adding any of the aforementioned improvement 

nodes, and the connection weights may be educated 

using the same incremental learning technique. 

To illustrate, let's say that the original BLS has n 

groups of feature nodes and m groups of 

enhancement nodes, and that we've decided to add 

an extra n groups of feature nodes, which we'll 

refer to as n+1. 

Some online learning situations include a steady 

stream of training data, meaning we need a model 

that can easily adjust to the influx of fresh 

information. 

Retraining deep models with all of the original 

training data is a popular technique. On the other 

hand, the BLS merely needs to have the weights for 

the input samples that were just added to the 

training set updated. Check out the following for 

further information. 
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Similarly, this incremental training process saves 

time since 

it only computes the pseudoinverse of matrix 

containing the 

new part Ax. This particular scheme is suitable and 

effective 

for system modeling that requires online learning. 

III. UNIVERSAL APPROXIMATION 

PROPERTY OF BLS 

We have demonstrated the fine discriminative 

capability 

of BLS in [3] through some representative 

benchmarks for 

classification. We will discuss the universal 

approximation 

property of BLS and prove several theorems in this 

section. 

Similar to the denotations in [3, Th. 1], consider 

any 

continuous function f _ C(Id ), which defined on 

the standard 

hypercube Id = [0; 1]d _ Rd , the BLS with 

nonconstant 

bounded feature mapping _ and activation function 

_ can 

equivalently be denoted as
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The BLS is a nonlinear function approximator, as 

stated in the aforementioned Theorem, however 

determining the appropriate weights might be 

challenging. As we will see, 

 

Various BLS composite models will be discussed. 

Different connections are established on feature 

mapping nodes or enhancement nodes in these 

composite models, which leads to greater 

nonlinearity mapping for the input and may make it 

simpler to determine the connection weight in the 

final layer. 

Broad learning system composite models 

The BLS may be adjusted to fit a variety of 

parameters. Particular uses gain greatly from 

regularization (see [15], [16]). In [17] and [18], a 

variation is suggested for use in image recognition; 

it is called graph regularized BLS. To expand upon 

the original BLS, this section would suggest other 

frameworks. Many examples and discussions of 

models are provided. Adopted functions () for 

building feature nodes and enhancement node 

functions () have no subscriptions, as is the norm. 

The following factor often inspires model 

modifications: First, there's feature map cascading 

(CFBLS); then, enhancement node cascading 

(CEBLS); then, limited feature map to 

enhancement node cascade (LCFBLS); then, 

limited enhancement map to feature map cascade 

(LCEBLS); and finally, feature mapping node 

cascading (CFMCN) and enhancement node 

cascading (CFMCN) (CFEBLS). 

As a whole, learning systems use a cascade of 

feature mapping nodes (CFBLS) 
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In particular, this network benefits from the speed 

of 

BLS has gradual learning. On the other hand, more 

distinctive 

The updated network is then used to construct 

features that can  

mechanism that can adapt to different situations. 

Fig. Figure 3(a) is an example of 

described in detail above, and Figure 2. Article 3(b) 

a similar depiction of this BLS cascade network. 

B. Extensive Learning Systems' Feature Mapping 

Cascade 

Enhancement Nodes Have Their Last Group 

Connected 

Recurrent Feature Nodes (LCFBLS) 

A modified cascaded network is described in 

Section IV-A. Here, 

instead of linking every single node in the feature 

mapping 

points of improvement, the very final set of feature 

mapping 

connection between the improvement nodes and the 

nodes themselves. 

The network with the same output for the same 

input data X is also 

groupings of enhancement nodes (m) and feature 

node groups (n) 

is expressed as follows: 

To describe sequential data well, recurrent systems 

have a concept that is comparable to the cascade of 

feature mapping [see (14)]. The pattern of 

repetition 

 

uses temporal information in the input and is thus 

ideal for text document interpretation and time 

series processing. 

Following [the structure is shown in Fig. 4(b)], the 

recurrent information may be described in the 

feature nodes as the recurrent feature nodes. In 

order to acquire knowledge about successive events

neously. 

On the basis of this version, we can build a 

recurrent-BLS and a long-term-short-term-BLS. 

These are the results of the experiments 

 

The suggested models outperform the state-of-the-

art approaches in terms of accuracy and training 

time for a total of 12 natural language processing 

classification data sets from CrowdFlower, as 

described in [19]. 

Nota bene: if the feature nodes are added 

sequentially, the network topology presented in this 

section will produce additional improvement nodes. 

Accordingly, the method is identical to the relevant 

part of the original BLS in [3], with just the 

increment of the extra enhancement nodes 

accessible. 

Therefore, in this case, specifics are disregarded. 

Cascade of Enhancement Nodes (CEBLS) and 

Recurrent Enhancement Nodes (REN) are 

examples of C. General-Purpose Learning Systems. 
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Using a cascade of function composition, the 

enhancement nodes are reconstructed in the 

proposed BLS model. Once again, the following 

equations produce the first n sets of feature nodes 

from the input data X: 
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experimental results on two generally chaotic 

systems are presented in [20] to assess the 

performance of the variations in time series. For the 

provided benchmark datasets, prediction accuracy 

is noticeably 

 

superior in performance over previous models 

D. Generalized Learning Systems, with a Hierarchy 

of Feature Mapping and Boosting Nodes 

(CFEBLS) 

Here, we use a whole cascade of nodes for mapping 

features and nodes for boosting those maps. The 

composite feature nodes Zk, k = 1,..., n, are 

produced once again for a given input data set X 

and output data Y. 
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Note that an alternate BLS architecture exists in 

which each cascade group of feature mapping 

nodes is linked to each cascade node in the 

enhancement cascade. Nevertheless, the equations 

 

the planned ones, and specifics are not included 

here. 

E. General-Purpose Learning Systems: The Hybrid 

Model vs. Distributed and Embedded Learning 

A single-layer linear system and deep neural 

networks are combined in the broad and deep 

learning architecture recently proposed ([21], [22]). 

See Fig. 5(a) and (b) in Section IV-C to see how 

this model compares to our own construction. 

The cascade models suggested in this research may 

be rebuilt in a deep structure that is equal to the 

original BLS's flattened neural network 

architecture. 

Specifically, 3b, 5b, and 6b in Figures 3, 5, and 6. 

This revised set of models is not just "wide," but 

also "deep." 

To recap, the first BLS included n sets of feature 

maps. 

 

Figure 1 depicts a network with n nodes for 

enhancement and m clusters. The updated system is 

similar to the model in [21], with the exception of 

the full-link connection between the m + n groups 

of nodes in BLS and the output layer, if the weights 

connecting the first n1 groups of feature maps and 

the first group of enhancement nodes are mandated 

to be 0. With these adjustments, the original 

network is shown in Fig. 7. 

F. Distributed Learning Architectures with a 

Feature Mapping Node Cascade Generated by 

Convolutions (CCFBLS) 

The convolutional neural network (CNN) has 

shown to be a useful tool for pattern identification 

provided the weights between the layers are 

properly set. For the sake of this discussion, the 

model shown in Fig. 8 may be thought of as a BLS 

model with a cascade of convolution functions, 

with the nodes representing feature mappings that 

are being mapped using convolution and pooling 

operators. 

In other words, CFBLS (discussed in Section IV-A) 

is a cascade of convolution feature mapping nodes, 

of which this model is a special instance 

(CCFBLS). 

Under the cascade of convolution and pooling 

operations in the feature mapping nodes, the 

network based on convolutional functions is built. 

In the first step, we specify the feature mapping 

nodes () as follows: 
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are linked to the intended Y in a straightforward 

way. Figure 8 depicts the whole network. 

Connections in this design are created in a manner 

similar to that of a 3-D convolutional neural 

network (CNN). 

 

layers deep down to the last layer where the output 

is generated. Data from CIFAR-10 and CIFAR-100 

have been used to evaluate this combined model. 

Compared to previous versions, this one is more 

faster and more accurate [23]. 

G. Feature-Node Fuzzy Modeling for a Fuzzy-

Theoretical Broad Learning System 

Fuzzy BLSs may be created by combining BLS 

with the Takagi-Sugeno (TS) fuzzy scheme. 

Instead of using traditional BLS feature nodes, the 

fuzzy version of this algorithm uses a collection of 

TS fuzzy subsystems. 

In order to maintain input characteristics, the 

outputs of fuzzy rules generated by all fuzzy 

subsystems in the feature nodes are transferred to 

the enhancement layer for further nonlinear 

processing. Refer to [24] for further information on 

fuzzy BLS. 

Experiments, Part V 

In Section IV, we analyzed and proposed many 

BLS variations, some of which include a cascade of 

feature mapping and/or enhancement nodes. 

Additional applications are built and submitted in 

[19], [20], and [24], and these frameworks have 

been tested on various data sets. Here, we compare 

many data sets using both the standard BLS and 

several of its modifications. 

The original BLS is utilized in the following tests 

with other popular models including support vector 

machines, linear support vector machines, and 

extreme learning machines on representative 

benchmarks for function approximation, time series 

prediction, and facial recognition. 

Appropriate Approximation of Functions 

UCI Regression Data Sets (Set 1): From the 

database at the University of California, Irvine 

(UCI) [25], we choose ten sets of regression data 

that span three sizes and dimensionalities: small, 

medium, and big. Table I contains information 

about the available data. 

There is a significant impact from the cost 

parameter C and kernel parameter of SVM, 

LSSVM [26], and ELM [27]. 

The root-mean-squared errors (RMSE) of SVM, 

LSSVM, ELM, and BLS are shown in Table III, 
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and we choose the best results from 10 trials for 

each data set. 

 

We may draw the conclusion that across all 10 

function approximation data sets, the BLS is the 

most accurate testing method, followed by the 

SVM, LSSVM, and ELM. 

Second, Time-Series Forecasting 

Using a dataset of wind speeds [29], we evaluate 

the accuracy of BLS, AR, an adaptive network-

based fuzzy inference system (ANFIS), support 

vector machines (SVMs), and predictive deep 

Boltzmann machines (PDBMs) in making 

predictions about future wind speeds. Wind speed 

data is gathered at a rate of 50,000 every 10 

minutes for use in training and 2500 per 10 minutes 

for use in testing. 

In the experiment, we utilize the average of the last 

ten wind speeds as input for the forecast. All 

50,000 samples are used to train the models, and 

then the models are used to provide predictions 

about wind speed for the next 10 minutes to two 

hours based on testing data. It is decided to use the 

MAPE to compare the models. The criteria for

Figure 9 displays the outcomes of BLS prediction 

at 10, 60, and 120 minutes in advance. The BLS's 

AE is the smallest, and we can see that AEs from 

other models react in a variety of ways, but they all 

follow a general trend. 

 

extreme amplitude of oscillations. 

Table IV compares the models' performances; it's 

clear that the BLS provides the most accurate 

prediction of short-term wind speeds. 

Recognizing People's Faces, Part C 

This section compares BLS's classification efficacy 

to that of SVM, LSSVM, and ELM using three 

widely-used face data sets: Extend YaleB [30], The 

ORL Database of Faces (ORL) [31], and UMIST 

[32]. Below you'll find more information on the 

aforementioned face data sets. 

For starters, there's the 32x32px-sized cropped 

photos of 38 participants that make up the enlarged 

YaleB face database. There is a wide range of 

lighting and facial expressions in these pictures. 

Each individual is represented by 30 training 

photographs and the remaining 1274 testing 

images. 

2. ORL: The ORL data collection contains 400 

grayscale facial photos of 40 unique people, each 

with a dimension of 32x32, captured between April 

1992 and April 1994 at AT&T Laboratories 

Cambridge. 

Six photographs are selected at random from each 

person's collection, and the remaining 160 are used 

for testing. 

Third, UMIST; the UMIST face database has 575 

photos of 20 unique participants at a resolution of 

112 x 92. 

The dataset is more difficult than average because 

to the bigger variances between photographs of the 

same face in viewing direction than ordinary image 

variations in face identity. We next resize them to 

56 by 46 pixels and choose 15 photographs at 

random for training and the remaining images for 

testing for each participant. 
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Grid search is used to determine the best 

parameters for these models, using the same 

searching intervals used for support vector 

machines and extreme learning machines. 

 

Extending the searching parameters for BLS to [1, 

60][1, 50] [1, 6000] is possible. Table V displays 

the parameter settings, while Table VI displays the 

categorization outcomes. 

Across all three datasets, the BLS consistently 

beats the widely used discriminative models at 

recognizing faces. 

D. Variant BLS Categorization 

Here we examine the classification efficacy of BLS 

and its variations using the MNIST data set [33] 

and the NORB data set [4]. 

1) MNIST: The MNIST dataset contains 60,000 

training pictures and 10,000 testing images across 

10 classes, all of which are 28 by 28 pixels in size. 

Meanwhile, the incremental algorithms of the 

variations are not presented in this part; that is, only 

the one-shot versions are studied and compared due 

to the length constraint of this study. 

Second, NORB, whose data set includes 48,600 

pictures with resolutions of 2, 32, 32 pixels apiece. 

Animals, people, aircraft, trucks, and automobiles 

are the five types of vehicles included in the 

dataset, respectively. Two sets of photos, each 

including 24 300 pictures, are chosen: one set is 

used for training, while the other set is used for 

testing. 

The cascade of the feature maps and the 

enhancement nodes is always set to 2 since it is not 

difficult to classify MNIST data and NORB data. 

To find these parameters, we do a grid search that 

includes the following categories: two sets of 

numbers: 1) the numbers of two-layer-cascaded 

feature nodes N f c, the mapping groups Nmc, and 

the enhancement nodes Ne for the cascade of the 

feature mapping nodes (CFBLS); and 2) the 

numbers of two-layer-cascaded feature nodes Nflc, 

the mapping groups Nmlc, and the enhancement 

nodes Ne. Ne for the restricted linkage between 

cascaded feature map groups and enhancement 

nodes (LCFBLS); 3) the feature node, mapping 

group, and enhancement node counts (N f, N m, 

and Nec, for two-layer cascaded enhancement 

nodes); number of mapping groups (Nmlc), number 

of enhancement nodes (CEBLS), number of two-

layer-cascaded feature nodes (Nflc), and number of 

two-layer-cascaded enhancement nodes (Nflc). 

 

Node-Enhancement-Mapping-Cascade (Nelc) for 

Feature Mapping (CFEBLS). For the sake of 

brevity, we'll refer to the number of feature nodes 

as N f, the number of mapping groups as N m, and 

the number of enhancement nodes as Ne. 

Tables VII and VIII detail the MNIST and NORB 

categorization outcomes, respectively. The 

accuracy measurements on the MNIST and NORB 

benchmarks are clearly comparable. The positive 

qualities it has may be to blame for this. 

The networks all have somewhat different 

architectures, which suggests that the cascade 

variations perform better than the default BLS in 

terms of structure optimization and, in most cases, 

fewer parameters. There are other applications 

produced and filed in [19], [20], and [24]. 

E. A Study of Resnet-34 and CCFBLS for Face 

Recognition 

It is demonstrated in Section IV-F and Figure 8 that 

MS-Celeb-1M [34], one of the most difficult large-

scale face recognition databases, is utilized to 

evaluate the BLS composite model employing 

convolution feature nodes, CCFBLS. This dataset 

was created as a benchmark task for facial 

recognition with the goals of 1) identifying one 

million celebrities from their face images and 

linking them to the appropriate entity keys in a 

knowledge base [34] and 2) exploring low-shot 

face recognition with the end goal of developing a 

large-scale face recognizer capable of recognizing a 

large number of individuals with high precision and 

high recall [35]. 

Figure 10 shows a selection of photos taken from 

the MS-Celeb-1M datasets. 

The following are the planned procedures for the 

experiment. Each individual in the initial data set 

had between fifty and one hundred photos. There 

are 20,000 people in the basic set and 1,000 people 

in the novel set. When it comes to training the face 

representation model, the base set provides tens of 
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photographs for each celebrity, while the novel set 

only provides a single image. For the purpose of 

testing the proposed CCFBLS, we only used the 

first 2000 human photos from the base set in our 

experiment. 

MS-Celeb-1M was divided into a training set of 

119,134 color pictures linked with 2000 people and 

a testing set of 10,000 color images. On average, 

photo dimensions are 2503003. When compared to 

the picture sizes used in the Extended YaleB, ORL, 

and UMIST databases, which are all 32x32 pixels, 

this is a very huge size, and it undoubtedly 

enhances the complexity and difficulty of the 

learning. 

A comparison is made between the results of the 

proposed CCFBLS and those of the residual 

network, which has shown to be a potent and 

widely used tool in image processing and 

recognition. A regular 34-layer residual network 

(Resnet-34) [36] is built, with no additional 

features or gimmicks. There are just 18 convolution 

functions used to build the CCFBLS, and only four 

of those convolution outputs are linked to the 

CCFBLS's output nodes. 

Both simulations run on a PC outfitted with an Intel 

Corei7-7800X and an NVIDA GeForce 

GTX1080TICUDA. 

The trials were carried out in an Ubuntu Linux 

setup, utilizing Tensorflow version 1.7.0. 

Table IX displays all the results in tabular form. 

The sum of all 

 

However, Resnet-34 only has a total of 188 880 

neurons, when the required number is 108 196. 

CCFBLS employs a total of 12.290 million 

parameters, while 23.794 million 
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Resnet-34 makes use of a set of parameters. It's 

shown that the suggested CCFBLS requires around 

50% less neurons, parameters, and training time to 

get a superior testing performance. 

 

accuracy. 

A Final Thought 

We offer many alternative BLS architectures and 

describe their essential features. The goal of setting 

up such a facility is to provide researchers with 

options for building flattened networks. In these 

versions, weight connections may be made either 

inside the feature mapping nodes, within the 

enhancement nodes, or between the feature 

mapping nodes and the enhancement nodes, but the 

incremental learning techniques from the original 

BLS can still be used. 

These versions are also modeled mathematically 

for your perusal. The suggested BLS versions may 

be thought of as a specific arrangement of several 

deep and broad neural networks [10, [12], [13]. 

To further demonstrate the usefulness of BLS, we 

use results by Hornik to show that any measurable 

function on Rd may be arbitrarily well 

approximated by a BLS with nonconstant bounded 

feature mapping and activation function in 

measure. 

The regression performance of BLS is compared to 

that of SVM, LSSVM, and ELM on the UCI 

database and facial recognition data sets, such as 

Extend YaleB, ORL, and UMIST, in order to 

evaluate its approximation capabilities. 

Additionally, BLS's time series prediction is 

compared with those of AR, ANFIS, SVM, and 

PDBM. Parameters that allow for the highest 

possible testing accuracy are developed for each 

method using a grid search so that they may be 

fairly compared. The categorization skills of BLS 

variations are then put to the test in NORB and 

MNIST. 

Cascade Convolution Feature Mapping Nodes BLS 

(CCFBLS) is a variation of BLS that has been 

proven to improve testing recognition accuracy 

while using almost half the normal number of 

feature mapping nodes. 

compares Resnet-34 in terms of neurons, 

parameters, and training time on the MS-Celeb-1M 

large-scale picture data set. It is shown, using the 

standard statistics, that the BLS 

 

and its versions fare better on tests than the 

aforementioned algorithms. 
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